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Abstract : We are now living in a materialistic society where human values are dying. Everyone wants to live in palatial homes, 

drive luxury cars and use the latest gadgets. When people can’t earn enough money to satisfy their cravings for material goodies, 

they get into crime. Crimes are a social hindrance and cost severely to our societies. Studies reveal that only 10% of the criminals 

commit 50% of the crimes [1]. This information is very beneficial and can be used to trace criminals using Naïve-Bayesian and 

other algorithms. An important component of our project is 1) Creating an online portal for the registration of online FIRS which 

is not present in CIPA(Common Integrated Police Application). 2) Predicting the most probable criminals on the basis of clusters 

created in order to help the police with their investigation 

Index Terms - Crime Prediction System, Bayesian Prediction 

 

________________________________________________________________________________________________________  

I. INTRODUCTION 

The crime rates accelerate continuously and the crime patterns are constantly changing [2]. It is neither systematic nor 

entirely random [3]. In the existing system (.i.e. CIPA(Common Integrated Police Application) only we can see a part of 

information related to the criminal in our state, the existing system has more workload for the legitimate person, but in the case of 

our proposed system, the authorised user can register in the application and send the crime report and complaint about a particular 

social crime. The proposed system allows a user to login through the registered username and password and file complaints. The 

proposed system fast tracks the existing processes by a huge margin, while also providing security, obscurity, better service via a 

user- friendly medium. After getting with registered complaints, the investigation process will takes place. At the end of 

investigation, the previously processed government criminal records will be taken as referential training sets and witness record 

will be taken as a pattern. BAYES Theorem will be applied to find the accused involved in the crime/suspect. When implemented 

at larger scale, the system could increase the speed of  the judicial process and make way for lesser crimes.The main module is the 

Administrator. 

 

 
Fig 1. Block Diagram of the mining process 

 

II. LITERATURE SURVEY 

 

The use of clustering algorithm for a data mining approach to help detect the crimes patterns and speed up the process of 

solving crime was studied. Techniques such as K-mean algorithm was implemented to to aid in the process of identification of 

crime patterns. semi-supervised learning technique was also used here for knowledge discovery from the crime records and to 
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help increase the accuracy of the prediction. Also a weighting scheme for attributes to deal with limitations of various out of the 

box clustering tools and techniques was developed [8]. 

 

The review of the literatures on various data mining applications, especially applications that applied to solve the crimes was 

done. Also the research gaps and challenges of crime data mining was addressed. In addition to that, this paper provides insight 

about the data mining for finding the patterns and trends in crime to be used appropriately and to be a help for beginners in the 

research of crime data mining.[7] 

 

A number of data mining classification techniques were employed to perform the crime forecasting. An analysis of  variety of 

classification methods helped to determine which is best for predicting crime "hotspots". A proposal for  the best forecasting 

approach to achieve the most stable outcomes was done. The model makes use  of implicit and explicit spatial and temporal data 

to make reliable crime predictions.[4] 

 

The identification of  the  data sources that should be used for knowledge discovery in crime data mining was done. 

Similarities and conflicts between crime data mining methodologies show that some forms of knowledge discovery are applicable 

for particular crime data mining methodologies. It is suggested that selecting the appropriate methodology depends on whether 

general or specific tasks required or high volume of crime data to be prepared. [5] 

 

The proposed system could predict regions which have high probability for crime occurrence and can visualize crime prone 

areas. With the resurgence of computerized systems, crime data analysts can help the police to accelerate  the process of solving 

crimes. Using the concept of data mining we can extract previously unknown, useful information from an unstructured data. Here 

we have an approach between computer science and criminal justice to design a data mining procedure that can help solve crimes 

faster. Instead of focusing on causes of crime occurrence like criminal background of offender, political enmity etc we are 

focusing mainly on crime factors of each day.[12] 

 

 

III. PROPOSED METHODOLOGY 

 

Classification is one of the classic data mining techniques, which is used to classify each item in a set of data into one of the 

predefined set of classes or groups [4]. With the help of classification, existing datasets can be easily understood and it also helps 

to predict how new dataset will behave based on classification criteria [5]. 

 

The naive Bayes classifier is proposed for the machine learning task of classification, which has been found to give good 

performance. Naive Bayes and other standard algorithms are applied to the database application, in which the variables are highly 

non-normal and found that the algorithm performed well while predicting a class that had been derived from the same data. 

. 

The Bayes Theorem  is as follows: 

 

P (A/B) = [P (B/A) * P (A)] ÷ P (B)                                                  (1) 

 
P (A) -> Probability of the class which is going to be predicted. 
P (B) -> Probability of the given pattern which predicts the class.[17] 

 
For Bayes implementation, we need a Training set and Pattern. In the training set, we have to find the overall probability of the 

class that is going to be predicted. After finding the probability of the class  the probability for all the given attributes in the 

training set is found. Here the Sample Space is taken to be 20. 

 

 

Table 1. Training Set for Bayes Theorem 

Sr No. Mode of 

Transport 

Weapon 

used  

Crime 

type 

Timing 

of the 

crime 

No of 

persons 

Motivated? Age 

group 

Criminal 

name 

1 

 

2-Wheeler 

 

Knife 

 

Chain 

 

Evening Gang 

 

Yes 

 

Middle 

 

X 

2 

 

2-Wheeler 

 

Knife 

 

Assault 

 

Morning 

 

Gang 

 

Yes 

 

Young 

 

Y 

3 

 

4-Wheeler 

 

Rod 

 

Murder 

 

Night 

 

Single 

 

Yes 

 

Young 

 

X 

4 

 

2-Wheeler 

 

Rod 

 

Robbery 

 

Night 

 

Gang 

 

Yes 

 

Old 

 

Y 

5 

 

2-Wheeler 

 

Gun Robbery 

 

Night 

 

Gang 

 

No 

 

Old 

 

X 

6 4-Wheeler Knife Robbery Night Single No Middle X 
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7 

 

Walk 

 

Bat 

 

Chain 

 

Morning 

 

Gang 

 

No 

 

Middle 

 

X 

8 

 

Walk 

 

Rod 

 

Assault 

 

Evening Gang 

 

No 

 

Middle 

 

Y 

9 

 

Walk 

 

Gun Murder 

 

Evening Single 

 

No 

 

Young 

 

Z 

10 

 

2-Wheeler 

 

Knife 

 

Murder 

 

Evening Gang 

 

No 

 

Young 

 

Z 

11 

 

2-Wheeler 

 

Gun Murder 

 

Night 

 

Gang 

 

Yes 

 

Young 

 

X 

12 

 

2-Wheeler 

 

Gun Murder 

 

Night 

 

Gang 

 

Yes 

 

Old 

 

Y 

13 

 

4-Wheeler 

 

Rod 

 

Murder 

 

Morning 

 

Single 

 

Yes 

 

Middle 

 

Z 

14 

 

2-Wheeler 

 

Bat 

 

Assault 

 

Evening Gang 

 

Yes 

 

Middle 

 

Y 

15 

 

Walk 

 

Knife 

 

Assault 

 

Morning 

 

Gang 

 

Yes 

 

Middle 

 

X 

16 

 

Walk 

 

Knife 

 

Robbery 

 

Morning 

 

Gang 

 

Yes 

 

Middle 

 

Y 

17 

 

2-Wheeler 

 

Bat 

 

Chain 

 

Morning 

 

Gang 

 

No 

 

Middle 

 

X 

18 

 

Walk 

 

Rod 

 

Chain 

 

Evening Gang 

 

No 

 

Middle 

 

Y 

19 

 

4-Wheeler 

 

Gun Assault 

 

Night 

 

Single 

 

No 

 

Young 

 

X 

20 

 

 

Walk 

 

Knife 

 

Robbery 

 

Evening Single 

 

Yes 

 

Young 

 

Y 

    

Here the values entered in the Training set for the algorithm, as shown in the Table 1, are simulated government records. The 

sample size is 20 and constructed by taking into account the crimes committed by three serial offenders, namely :X,Y and Z . 

 

The probabilities of the criminals being commiting the crimes are as follows: 

 
1. X = P(c1) -> 9 /20 = 0.45 

2. Y= P(c2) -> 8 /20 = 0.40 

3. Z = P(c3) -> 3 /20 = 0.15 

 

After entering the above details, the pattern will be created which then be evaluated with the training set (simulated 

government records) and starts its “prediction” i.e. the accused involved in the crime will be traced through the created pattern. 

Here the major seven attributes that influences the crime, 
• Transport 
• Weapon 

 • Crime Type 
• Timing 
• No of persons 
• Motive 

• Age 

 

 Table 2. Probabilistic Values of all Attributes 

Attributes Sub-

Attributes 

P(C1) P(C2) P(C3) 

Mode of 

Transport 

2-Wheeler 

 

0.33 0.5 0.33 

4-Wheeler 

 

0.33 0.0 0.33 

Walk 

 

0.34 0.5 0.34 

Weapon 

used 

Knife 

 

0.33 0.375 0.33 

Bat 

 

0.25 0.125 0.00 
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Rod 

 

0.125 0.375 0.34 

Gun 

 

0.22 0.125 0.33 

Crime type Assault 

 

0.22 0.375 0.00 

Murder 

 

0.23 0.125 1.00 

Robbery 

 

0.22 0.375 0.00 

Chain 

 

0.33 0.125 0.00 

Timing of the crime Morning 

 

0.33 0.25 0.33 

Evening 

 

0.11 0.50 0.67 

Night 

 

0.56 0.25 0.00 

No of persons Single 

 

0.33 0.125 0.67 

Gang 

 

0.67 0.875 0.33 

Motivated? Yes 

 

0.44 0.625 0.33 

No 

 

0.56 0.375 0.67 

Age group Young 

 

0.33 0.125 0.67 

Middle 

 

0.56 0.625 0.33 

Old 

 

0.11 0.25 0.00 

   

Let us take the random pattern that is the investigated details about the accused involved in crime.  

Pattern set= {2 Wheeler, Rod ,Assault, Night, Single, Non-motive, Young} 

Using the Equation(1) we get the values as follows: 

X  = 3.099 x 10^-4. 

Y  = 1.02968 x 10^-4. 

Z  = 0.00 

Since X > Y, Z the predicted accused is X. 

 

This algorithm is especially useful in cases where the crimes are committed by serial offenders. That is, one criminal is involved 

in giving rise to multiple types of crimes, irrespective of the location. Hence, in such cases, we can use this method in order to 

predict the most likely suspect. This could give the police a headstart in the investigation. 

 

 

IV. APPLICATION ADVANTAGES 

 

This web-based application will be used for primarily providing training to the intelligence officers whoever attempts to 

identify the criminal. This software application has been computed successfully and was also tested successfully by taking “test 

cases”. It is user friendly, and has required options, which can be utilized by the administrator to perform the desired operations. 

  
The goals that are achieved by the software are: 

 
 • 24*7 availability: Since this App is hosted online,It will be available all the time, excluding the maintainence and upgradation 

period.  

 

• User Friendly Access: The user can file an FIR while sitting at his home, since it eliminated the need to go to police stations and 

waiting periods. 
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• Safety of  Data: All the Data will be stored online, with backup being taken at regular intervals, eliminating the chances of data 

loss significantly 

 

• Optimum Utilization of the available resources. 

 

V.   CONCLUSION AND FUTURE SCOPE  

 The biggest challenge of this whole project was to gather various records and data staging. As a further development into 

this project, The project would be  able to generate crime hot-spots through which the police could increase their patrolling and 

deployment in these hot-spots. The developed model would definitely reduce the crime rate and occurance and would help the 

law enforcement agencies in many ways,  that is from apprehending the miscreants to reducing the crimes by carrying out various 

precautionary measures.  

 

The developed model would also allow us to compare the crime rates in various other parts where this system would be 

implemented, which would allow the police to build new strategies to fight the crime rate in that particular area. 
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